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# Abstract

* + A

# Introduction

## Machine Learning Overview

### What is ML

* + - * Machine learning is a field of computer science and artificial intelligence that involves building algorithms that can learn from data and make predictions or decisions based on that data, “without being explicitly programmed. “
        + [Source](https://mitsloan.mit.edu/ideas-made-to-matter/machine-learning-explained#:~:text=Machine%20learning%20is%20a%20subfield,learn%20without%20explicitly%20being%20programmed).
      * The goal of machine learning is to develop models that can generalize from data, so that they can accurately predict the outcomes of new, unseen data.
      * Types of Machine Learning:

##### Supervised Learning

Supervised learning is a type of machine learning where the algorithm is trained on a labeled dataset, where the labels are the correct answers or outcomes. The algorithm uses this information to learn patterns and relationships in the data. This knowledge is then used to make predictions or decisions on new, unseen data.

Examples/Use Cases:

Image classification: The algorithm is trained on a dataset of labeled images and learns to classify new images based on their content.

Spam detection: The algorithm is trained on a dataset of labeled emails and learns to classify new emails as spam or legitimate based on their content.

Fraud detection: The algorithm is trained on a dataset of labeled transactions and learns to identify fraudulent transactions based on patterns in the data.

##### Unsupervised Learning

Unsupervised learning is a type of machine learning where the algorithm is trained on an unlabeled dataset, where the labels or outcomes are unknown. The algorithm learns to identify patterns and relationships in the data without being explicitly told what to look for.

Examples/ Use Cases:

Clustering: The algorithm groups similar items together in a dataset, without knowing in advance what those groups are. For example, it might group customers based on their purchasing behavior or group images based on their visual content.

Anomaly detection: The algorithm identifies unusual or unexpected patterns in the data, which may indicate anomalies or outliers. For example, it might identify unusual patterns in network traffic that could indicate a security threat.

Dimensionality reduction: The algorithm reduces the number of features or variables in a dataset, while retaining as much of the original information as possible. This can be useful for visualizing or analyzing high-dimensional data, such as images or genomic data.

#### Machine learning has numerous applications in many fields, including finance, healthcare, marketing, and robotics, and is becoming increasingly important as data becomes more plentiful and complex.

#### Other Modern Uses:

* + - * + image recognition

identifying objects in photographs or videos

* + - * + speech recognition

seen in virtual assistants (Alexa, Google, Siri)

* + - * + natural language processing

understand human language (Chatbots, language translation, etc)

### History

#### General

##### [https://www.dataversity.net/a-brief-history-of-machine-learning/](https://www.dataversity.net/a-brief-history-of-machine-learning/ )

The idea of machine learning dates back to the 1940s and 1950s, when researchers first began exploring ways to teach computers to learn from data.

“Arthur Samuel of IBM developed a [computer program](http://www.incompleteideas.net/book/ebook/node109.html) for playing checkers”

Early machine learning techniques included rule-based systems and decision trees.

The advent of digital computers in the 1950s and 1960s led to new machine learning techniques, such as neural networks and the perceptron algorithm.

In the 1970s and 1980s, researchers began developing statistical models for machine learning, including Bayesian networks and support vector machines (SVM).

In the 1990s, machine learning was applied to a wider range of applications, including natural language processing and computer vision.

The rise of big data in the 2000s led to renewed interest in machine learning, and the development of new techniques such as deep learning and reinforcement learning.

Today, machine learning is used in a wide range of applications, from predictive modeling and recommendation systems to fraud detection and cybersecurity.

##### Handwriting recognition for the US Postal Service:

The US Postal Service has used machine learning algorithms to recognize handwritten addresses on envelopes since the 1990s. The system, known as the Remote Bar Coding System, uses neural networks to recognize the shapes and patterns of individual letters and digits, and has greatly improved the efficiency and accuracy of mail sorting.

<https://ieeexplore.ieee.org/abstract/document/620640>

<https://cedar.buffalo.edu/~srihari/talks/Telcordia.pdf>

##### Machine learning to decode the Dead Sea Scrolls:

Researchers at the University of Haifa used machine learning algorithms to decipher and translate fragments of the Dead Sea Scrolls, a collection of ancient Jewish texts dating back to the 3rd century BCE. The algorithms were trained on a large corpus of Hebrew and Aramaic texts, and were able to recognize patterns and language structures in the fragments that had previously been too damaged or fragmented to read.

<http://www.cs.tau.ac.il/~nachumd/papers/SoferStam.pdf>

##### Machine learning to analyze the writings of Shakespeare:

Petr Plecháč, a computational chemist, used a machine learning algorithm called artificial neural networks (ANNs) to analyze the writings of Shakespeare. He fed the algorithm the complete works of Shakespeare, as well as other works from the same period, and trained it to identify which words and phrases were most likely to be written by Shakespeare.

Once the algorithm was trained, Plecháč used it to analyze a set of passages from Shakespeare's plays that were of uncertain authorship. By comparing the frequency of certain words and phrases in these passages to the frequency in Shakespeare's known works, the algorithm was able to determine which passages were most likely to have been written by Shakespeare and which were likely to have been written by other authors.

This technique is known as authorship attribution, and it has been used in the past to determine the authorship of works where the authorship is uncertain or disputed. By using machine learning algorithms like ANNs, researchers can analyze large amounts of text data and identify patterns and similarities that would be difficult or impossible for humans to detect.

<https://doi.org/10.48550/arXiv.1911.05652>

<https://www.ukforum.cz/en/main-categories/science/7768-welcome-to-the-machine>

#### Cyber Security

##### Password cracking:

*Summary and Source needed*

##### Malware detection:

*Summary and Source needed*

##### Spam filtering:

*Summary and Source needed*

* + - * [Early History of Machine Learning](https://www.sciencedirect.com/science/article/pii/S2405896320325027)
        + Include somehow?

## ~~Topic Introduction (SPAM vs HAM)~~

* + - ~~first iteration of Machine learning in Cyber security was a spam filter for email – evolution from then until now~~

## Cyber Security

### ML in general

* + - * Machine learning is being increasingly used in cybersecurity for detecting and preventing a variety of threats. The key advantage of machine learning is its ability to detect and respond to new and evolving threats, which traditional rule-based methods may not be able to address. However, it's important to note that machine learning is not a silver bullet, and must be carefully designed, tested, and monitored to ensure its effectiveness and reliability.
      * Malware detection:
        + Machine learning algorithms can be trained on large datasets of known malware to identify patterns and features that distinguish malware from legitimate software. This can be used to develop classifiers that can automatically detect and block malware before it can infect a system.
      * Anomaly detection:
        + Machine learning algorithms can be used to detect unusual patterns or anomalies in network traffic, which may indicate a security threat. For example, an algorithm might learn to recognize patterns of traffic associated with a DDoS attack, and alert security personnel when it detects a similar pattern.
      * Fraud detection:
        + Machine learning can be used to identify fraudulent activities, such as credit card fraud or identity theft. Algorithms can be trained on large datasets of known fraudulent activity, and learn to recognize patterns and features that indicate fraud.
      * User behavior analysis:
        + Machine learning can be used to monitor user behavior on a network and detect unusual activity. Algorithms can learn to recognize patterns of behavior that indicate a security threat, such as an insider threat or a compromised account.
      * Spam and phishing detection:
        + Machine learning can be used to detect and filter out spam emails and phishing attempts. Algorithms can be trained on large datasets of labeled emails, and learn to recognize patterns and features that indicate spam or phishing.
        + Important as spam is constantly changing.

### Spam V Ham

* + - * Spam vs Ham algorithms, which are used to classify emails as spam or legitimate (ham), are a specific application of machine learning in cybersecurity.
      * Used for detecting and preventing a variety of threats, including spam and phishing attacks
      * adapt to new types of spam and phishing attacks that may not have been seen before
      * Better than traditional rule-based methods for spam filtering because they can be easily circumvented by attackers
        + Attackers are able to modify the content of their emails to avoid triggering the rules.
      * In contrast, machine learning algorithms can learn to detect more subtle patterns and features that are characteristic of spam and phishing attacks, even if they have not been seen before.
      * Not perfect, still vulnerable:
        + machine learning algorithms for spam vs ham classification can also be vulnerable to adversarial attacks
        + attackers deliberately craft emails to evade detection by the algorithm.

For example, an attacker might include certain words or phrases that are commonly associated with legitimate emails to fool the algorithm into classifying the email as ham, even though it is actually spam.

Therefore, it is important to carefully design and test machine learning algorithms for cybersecurity applications, and to continually monitor their performance to detect and mitigate any vulnerabilities or weaknesses.

[Use as segue into our objective]

## Objective [segue] /Topic Introduction

* + - What is Spam v Ham
      * Spam vs Ham algorithms typically use supervised learning, where the algorithm is trained on a labeled dataset of emails that have been manually classified as spam or ham. The algorithm learns to identify patterns and features in the emails that distinguish spam from legitimate emails, such as the presence of certain words, phrases, or email addresses. Once the algorithm has been trained, it can be applied to new, unseen emails to classify them as spam or ham.

# Related Work

* + [Machine Learning Methods for Spam E-mail Classification](https://d1wqtxts1xzle7.cloudfront.net/55309752/10.1.1.190.1441-libre.pdf?1513496812=&response-content-disposition=inline%3B+filename%3DMACHINE_LEARNING_METHODS_FOR_SPAM_E_MAIL.pdf&Expires=1680235059&Signature=F8Qdldge0LCdFpiYnl8oSOucKCqoQBqv9YOXL1K2NfrerEKZBjyC4fagZnd58frMLKwY-2ilxRXP-~PEc3hLlav~yMTUA8lic6XAv-~Vi~VZFV--L4w8kK5oYM~5MZeYAYtIFc3KSIKxdO6YwbgNjBJynypeip83vPNW3VxUksfk3GNcj6pibA68ekHttysvKl6Fx75BW6qQc4h2804lqRb6qrgwEPppbGkK2y21IwJaO7Ed4ZtpJZ0niFvu86q2Id6Gr0lOdu6q1dJqRiMUxpYnYDNONPI3K5qZr32vallReHP5C~zzKXXgzl1zqeAr3a~Md1KghaG~9GpnFqZmyw__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA)
    - The article "Machine Learning Methods for Spam E-mail Classification" discusses the use of machine learning algorithms to classify spam emails. The authors compare different types of algorithms, including Naive Bayes, decision trees, and support vector machines, and analyze their effectiveness in classifying spam emails. The authors conclude that support vector machines perform the best among the tested algorithms, achieving a 98.2% accuracy rate in spam classification. The article also includes a discussion of feature selection methods and the challenges of building effective spam classifiers.
  + [source 2]
  + [source 3]

# Methods

## Data Configuration

### Import and review dataset

* + - * Pandas was utilized to import the data set
      * The data set was reviewed for any issues or null values
      * Once the data set was reviewed for issues it was then analyzed for various properties such as Count, Unique, Top, and Frequeancy values throughout the dataset.
        + Count – Count/Occurances of each feature
        + Unique – The number of possible unique observations
        + Top – The most frequent value
        + Freq – The frequency of the top value

### Initial Data Analysis

The features of this dataset are 'Class' and 'sms', where 'Class' indicates whether the message is spam or a valid sms message, ham and 'sms' contains the corresponding message.

The count values above shows us there are 5572 non-null data enteries in each feature. As each feature contains the same count value, we can conclude there are no missing data points that we need to trim.

The unique value of 2 under the Class feature verifies all messages are either spam or ham, and contain no erroneous values. Since the sms feature contains a unique value of 5169, which is less than 5572, we can assume that some messages are identical.

The top and freq values under Class show us that most messages are categorized as ham, with 4825 occurrences. We can therefore determine there are 747 remaining messages categorized as spam. The top and freq values under sms confirm the previous hypothesis that some messages are identical; we can see that the most frequent message, occurring 30 times, contains the text "Sorry, I'll call later"

Using this information, we can identify the format of our data, determine its completeness, and verify the values contained are expected.

### Modify data

* + - * Additional metadata was added to the data which allows for a numerical representation/discrete value for classification for Spam == 1 or Ham == 0 this column is referred to as Class\_num.
      * Additional metadata was added to the data which allow for message length attribute to help assist the classification of the data. This column is referred to as sms\_len.

### Graph data

* + - * Leveraging seaborn and matplotlib the data is then plotted to look for patterns using the message length for a visual of the data. The plot show us that spam messages are typically longer than ham messages while ham messages lengths come in various smaller sizes.

### Detailed Analysis – Complete data set

* + - * Data set includes Ham (0) and Spam (1) combined into Class\_num as previous stated.
      * A Class\_num mean of 0.134 means that 13.4% of our data is spam
        + Inversely, 86.8% is Ham
      * SMS messages average 80.48 characters
      * The shortest message length is 2 characters
      * The longest message length is 910 characters

### Detailed Analysis - Ham Data Set

* + - * This data set include Ham (0) only
      * There are 4825 ham messages
      * Since Ham is 0 all other stats in Class\_num will == 0
      * Ham messages average 71.48 characters
      * The shortest ham message length is 2 characters
      * The longest ham message length is 910 characters

### Detailed Analysis – Spam Data Set

* + - * This data set include Spam (1) only
      * There are 747 spam messages
      * Since Spam is 1 all other stats in Class\_num will == 1
        + Except standard deviation, as there is no deviation between 1 and 1
      * Spam messages average 138.67 characters
      * The shortest spam message length is 13 characters
      * The longest spam message length is 223 characters

### Prepare data using Natural Language Processing (NLP)

#### NLP Summary and Overview

##### NLP

Natural language processing (NLP) is a subfield of computer science and artificial intelligence that focuses on the interaction between computers and human language. NLP aims to enable computers to process, understand, and generate natural language text or speech in the same way that humans do. This involves a wide range of tasks, including sentiment analysis, language translation, speech recognition, text summarization, and more.

NLP techniques are commonly used in spam versus ham classification to automatically identify and filter unwanted messages in email or text communication. In this context, "ham" refers to legitimate messages, while "spam" refers to unwanted messages that are typically sent in large volumes with the intention of advertising or scamming the recipient.

NLP techniques can be used to analyze the content and structure of sms messages, and identify certain characteristics that are common to spam messages. For example, spam messages may contain unusual words or phrases, excessive use of capitalization or punctuation, or certain types of attachments or links. By contrast, ham messages tend to be more structured and contain typical language patterns.

One common NLP technique for spam versus ham classification is machine learning, where a model is trained on a large dataset of labeled email messages to learn patterns and relationships between features and labels. The model can then be used to classify new, unseen messages as either ham or spam with a high degree of accuracy.

Another NLP technique for spam versus ham classification is rule-based systems, where a set of rules are defined to detect certain characteristics of spam messages. These rules may be based on specific keywords or phrases, the presence of certain types of attachments or links, or other features of the message.

Overall, NLP techniques are essential for accurately identifying and filtering unwanted spam messages, and can save time and improve productivity for individuals and organizations that rely on email or text communication.

##### Stopwords

Stopwords are common words that are typically removed from text data during natural language processing (NLP) tasks, including spam versus ham classification. These words include common prepositions, conjunctions, and other frequently occurring words that do not carry much meaning on their own.

In the context of spam versus ham classification, stopwords can play a role in distinguishing between spam and ham messages. Spam messages often contain a higher percentage of stopwords than ham messages, since spammers may use these words to try to evade detection by spam filters or to make their messages more difficult to categorize.

However, simply removing stopwords is not always an effective approach to spam versus ham classification, since some stopwords may actually be useful in identifying certain types of messages. For example, the presence of certain stopwords like "bank" or "credit" may be indicative of a legitimate financial message, while the presence of other stopwords like "earn" or "guaranteed" may be indicative of a spam message.

Therefore, in spam versus ham classification, it is important to use a more nuanced approach to stopwords, and to consider other features of the message as well, such as the presence of certain keywords, the structure of the message, or the sender's email address. By combining these different features, NLP techniques can be used to accurately identify and filter spam messages while minimizing false positives and false negatives.

#### NLP in Code

##### Create function to cleanup data

A list of stopwords and common abberviations relevant to sms data was created to help cleanup message data.

##### Code Breakdown for Process\_Msg function

nopunc = [char for char in sms if char not in string.punctuation]

" for every character in the message,   
if the character is not in the list of punctuation,   
save that char into the list 'nopunc' "

removes punctuation

Essentially, nopunc is the same as sms, just without the punctuation

nopunc = ' '.join([word for word in nopunc.split() if word.lower() not in STOPWORDS])

" for every word in the 'nopunc' list,   
if the word [changed to lowercase] is not in 'STOPWORDS',   
save it into the list 'nopunc'"

removes Stopwords

##### Data Modification

Create column for the clean messages results from the Process\_Msg function.

Review the data for an issues or anomalies.

##### Data extraction – Ham messages

For each ham message we converted all text into lowercase and split words into a list which we call ‘ham\_words’

##### Data extraction – Spam messages

For each spam message we converted all text into lowercase and split words into a list which we call ‘spam\_words’

##### Create Frequency Table – Ham messages

The ham\_words list was fed into a word frequency counter function in which the program will iterate through each word and provide a count of that occurance of word in the data set.

This is a good place to check for additional stopwords.  
For example, 2 of the top 3 most common words here are 'U' and '2' - these would be great additions to the stopword list.

If unsure about adding a specific word to the stopwords list, ask if the word adds any context - if not, it would likely work well as a stopword.

##### Create Frequency Table – Spam messages

The spam\_words list was fed into a word frequency counter function in which the program will iterate through each word and provide a count of that occurrences of that word in the data set.

This is yet another chance to capture additional stopwords to add to our list here we have ‘call’ and ‘free’ as the top two occurrences in our spam data set.

kc note: These are great examples of words that, although top occurrences, should not be included as stop words as they provide context. For example, many spam messages will request a victim ‘call’ a number, or attempt to offer ‘free’ items.

### Data Standardizing and Scaling

* + - * Scaling or standardizing the data any further was not necessary since we are dealing with discrete values 0,1.

## Pre-Training Setup

### Define Variables

* + - * Dependent variable ‘y’ was created to host the class discrete value from Class\_num
      * Independent variable ‘X’ was created to host the string value from sms\_clean variable
      * Observation was conducted on the independent and dependent varibles to ensure data alignment.
        + X: 5572 observations, 1 feature
        + y: 5572 observations, 1 feature
      * Since Training and Testing observations match, and features are the expected value, we may proceed with splitting the training and testing data.

### Split Training and Testing Data

* + - * The data was then split and trained into the model.
      * Split data into 75% for training and 25% for testing
      * *X\_train: 4179 observations, 1 feature*
      * *X\_test: 1393 observations, 1 feature*
      * *y\_train: 4179 observations, 1 feature*
      * *y\_test: 1393 observations, 1 feature*
      * *Since Training and Testing observations match, and features are the expected value (missing means 1), the training and testing data was split correctly.*
    - Transform and fit data
      * *The data was then converted to matrix of token counts*
      * *The data was then fit and transformed into trainng and test data.*
      * *Error checks conducted to ensure the vectorizer was completed successfully.*
      * *The data transformation was successful, as both X\_train and X\_test produced the same output for columns [rows x columns]*
        + *X\_test\_dtm*

*1393 x* ***8011***

* + - * + *X\_train\_dtm*

*4197 x* ***8011***

## Algorithms

### K-Nearest Neighbors (KNN)

#### Introduction

##### How it works (Summary)

K-Nearest Neighbors (KNN) is a simple machine learning algorithm used for classification and regression. It works by finding the K data points in the training dataset that are closest to a given data point, and using their labels to predict the label of the new data point.

##### How it works (Steps)

Load the dataset: First, we load the dataset that we want to classify. The dataset consists of examples with known labels.

Choose a value for K: We need to choose a value for K, which represents the number of nearest neighbors that we want to consider.

Calculate distances: Next, we calculate the distance between the new data point and all other data points in the dataset. The most common distance measure used is the Euclidean distance, which is the straight-line distance between two points in a Euclidean space.

Find the K nearest neighbors: We then find the K data points in the training dataset that are closest to the new data point based on the calculated distances.

Predict the label: Finally, we use the labels of the K nearest neighbors to predict the label of the new data point. For classification problems, we typically use majority voting to determine the predicted label. This means that we count the number of neighbors that belong to each class, and predict the class with the highest count.

##### Why it was selected as a model (refer to pros below)

##### Pros

Simple and intuitive, making it easy to understand and implement.

Non-parametric, meaning it does not assume any specific distribution of the data.

Can handle both classification and regression tasks.

Can capture complex nonlinear relationships between features.

Can be easily adapted to handle imbalanced classes or rare events.

##### Cons

* + - * + Computationally intensive, especially for large datasets, as it requires calculating the distances between each point.
        + Sensitive to the choice of distance metric and the number of neighbors chosen.
        + Requires a large amount of memory to store the training data.
        + Can be affected by the curse of dimensionality, where the performance degrades as the number of dimensions increase.
        + Can be affected by noisy or irrelevant features.

#### Steps/ Process Used (in our dataset)

#### Results

### Decision Tree

#### Introduction

##### How it works (Summary)

Decision Trees are a popular machine learning algorithm used for both classification and regression problems. They work by recursively splitting the dataset into subsets based on the most informative feature, until a stopping criterion is met. The result is a tree-like model that can be used to make predictions on new data.

##### How it works (Steps)

1. Load the dataset: First, we load the dataset that we want to classify. The dataset consists of examples with known labels.
2. Choose a root node: We choose a root node for the decision tree based on the feature that is the most informative for distinguishing between the classes.
3. Split the data: We split the dataset into subsets based on the chosen feature. Each subset contains examples with similar values for the chosen feature.
4. Choose the next node: We then choose the next node in the tree by selecting the feature that is most informative for distinguishing between the classes within each subset.
5. Repeat: We repeat the process of splitting the dataset and choosing the most informative feature until a stopping criterion is met. For example, we may stop when all examples in a subset belong to the same class, or when we reach a maximum depth for the tree.
6. Make predictions: Finally, we use the decision tree to make predictions on new data by traversing the tree based on the values of the features in the new data, until we reach a leaf node that corresponds to a class label.

##### Why it was selected as a model (refer to pros below)

##### Pros

Easy to understand and interpret, as the decision process is represented graphically.

Can handle both categorical and numerical data.

Can handle missing data by placing them in a separate branch.

Can be used for both classification and regression tasks.

Can capture nonlinear relationships between features.

##### Cons

Prone to overfitting, especially if the tree is too deep or if there are too many features.

Can be sensitive to small variations in the data, leading to different tree structures.

May not perform well with imbalanced classes or rare events.

Can be biased towards features with many levels or values.

#### Steps/ Process Used (in our dataset)

#### Results

### Naive Bayes

#### Introduction

##### How it works (Summary)

Naive Bayes is a simple and effective machine learning algorithm used for classification problems. It works by calculating the probability of a new data point belonging to each class based on the probabilities of its features given the class, and then selecting the class with the highest probability.

Naive Bayes is a statistical classification algorithm that is based on the Bayes' theorem of conditional probability. In classification, the goal is to assign a class label to a given data instance based on its features. Naive Bayes assumes that the features are conditionally independent given the class label, which means that the presence or absence of one feature does not affect the presence or absence of any other feature.

Naive Bayes works by first estimating the prior probability of each class label, which is the probability of the class label occurring in the dataset without considering any of the features. Then, for each feature, the algorithm calculates the conditional probability of that feature given each class label. This is done by estimating the probability distribution of each feature for each class label.

Once the prior and conditional probabilities have been estimated, the algorithm can use Bayes' theorem to calculate the posterior probability of each class label given the features of a new data instance. The class label with the highest posterior probability is then assigned to the new instance. Naive Bayes is called "naive" because it makes the simplifying assumption of feature independence, which is often not true in practice. Despite this simplification, Naive Bayes can perform surprisingly well on a wide range of classification tasks, especially when the number of features is large relative to the amount of training data available. Naive Bayes is also computationally efficient and can be trained quickly even on large datasets.

Multinomial Naive Bayes is a variant of the Naive Bayes algorithm that is commonly used for text classification tasks where the features represent word frequencies. In this variant, the algorithm models the probability distribution of the counts of each word in each class, which is often referred to as the multinomial distribution. Multinomial Naive Bayes assumes that the features are discrete counts, which represent the number of times each word occurs in a document. It also assumes that the frequency of each word is conditionally independent given the class label. To classify a new document, Multinomial Naive Bayes first calculates the prior probability of each class label based on the training data. Then, for each word in the document, the algorithm calculates the conditional probability of that word given each class label. This is done by estimating the probability distribution of the counts of each word for each class label.

Finally, the algorithm uses Bayes' theorem to calculate the posterior probability of each class label given the counts of the words in the new document. The class label with the highest posterior probability is then assigned to the new document. Multinomial Naive Bayes is a popular algorithm for text classification because it can handle large vocabularies and sparse data efficiently. However, it is not well-suited for tasks where the features are continuous or where there is strong dependence among the features.

##### How it works (Steps)

Load the dataset: First, we load the dataset that we want to classify. The dataset consists of examples with known labels.

Calculate class probabilities: We calculate the prior probability of each class by counting the number of examples in each class and dividing by the total number of examples.

Calculate feature probabilities: For each feature in the dataset, we calculate the probability of the feature given each class by counting the number of examples in the class that have that feature and dividing by the total number of examples in the class.

Calculate joint probabilities: We calculate the joint probability of each data point belonging to each class by multiplying the prior probability of the class by the probabilities of its features given the class.

Select the class with the highest probability: Finally, we select the class with the highest joint probability as the predicted class for the new data point.

##### Why it was selected as a model

Naive Bayes is a widely used classification algorithm that is simple, fast, and accurate. One of the advantages of using Naive Bayes for spam filtering is that it can effectively handle high-dimensional data with a large number of features. In the case of spam vs ham classification, the features might include the presence or absence of certain words, the frequency of specific characters or patterns, or other characteristics of the email message.

Naive Bayes is well-suited for this task because it assumes that the features are conditionally independent given the class label, which is a reasonable assumption for many spam filtering applications. This means that the algorithm can quickly and accurately identify spam messages based on their unique characteristics, without being affected by the presence or absence of other features.

Another advantage of Naive Bayes is its simplicity and ease of implementation. The algorithm only requires a small amount of training data to accurately classify new instances, and it can be trained quickly even on large datasets. This makes it an attractive choice for real-world applications where computational resources are limited or where data is constantly changing.

However, there are also some limitations to using Naive Bayes for spam filtering. One potential issue is that it may be susceptible to overfitting if the training data is not representative of the overall population of messages. In addition, Naive Bayes assumes that the features are independent, which is not always true in practice. Finally, the algorithm may not be effective in identifying new types of spam messages that have not been seen before, as it relies on patterns in the training data to make predictions.

##### Pros

* + - * + Fast and efficient, making it suitable for real-time applications.
        + Requires a small amount of training data to estimate the parameters necessary for classification.
        + Handles high-dimensional data well, making it useful for text classification and spam filtering.
        + Performs well when the assumption of independence between features is not violated.

##### Cons

* + - * + Assumes that all features are independent, which may not be true in some cases.
        + Can suffer from the problem of zero probability, where a feature has never been observed in a particular class, resulting in a probability of zero.
        + May not perform well with imbalanced classes or rare events.
        + May not work well with noisy data.

#### Steps/ Process Used (in our dataset)

##### Create Naïve Bayes Model

Using sklearn we selected the Multinomial naïve bayes model

The instance was created and stored in the variable ‘nb’

Model was then fit with the training data

#### Results

##### Make Predictions

The variable y\_pred\_NB was created to store the predictive data testing set in which we return the first 15 occurrences.

##### Model Metrics

Compare First 15 Values

Predictions: [0 0 0 0 0 0 0 0 0 0 0 0 0 0 1]

True Data: [0 0 0 0 0 0 0 0 0 0 0 0 0 0 1]

Confusion Matrix

|  |  |  |  |
| --- | --- | --- | --- |
| [[ | 1200 | 7 | ] |
| [ | 14 | 172 | ]] |

Accuracy Score

0.9849246231155779

##### Metrics Analysis

Confusion Matrix

|  |  |  |  |
| --- | --- | --- | --- |
| [[ | 1200 Predicted HAM Correctly | 7 Predicted SPAM incorrectly, was actually HAM | ] |
| [ | 14 Predicted HAM incorrectly,  was actually SPAM | 172 Predicted SPAM Correctly | ]] |

Model Analysis

As we can see, the Naive Bayes method is quite successful at correctly identifying Spam and Ham, achieving an accuracy score of 98.49%. This is shown first by displaying the first 15 values - the fifteenth message (at array location 14) is correctly identified as spam. Furthermore, the Confusion Matrix above correctly identifies 172 instances of Spam and 1200 instances of Ham. Since the model is not perfect, there were also 7 instances of Ham incorrectly identified as Spam, and 14 instances of Spam incorrectly identified as Ham. A snippet of each of these are shown below.

# Results [review of all methods]

* + performance
  + precision
  + accuracy

# Conclusion

* + Algorithms
    - KNN
      * In summary, KNN is a simple and intuitive algorithm that uses distances between data points to make predictions. It is often used in problems where there is a clear separation between classes, but can be less effective when classes overlap or when the number of features is large. It is also important to choose an appropriate value for K and to normalize the data to ensure that features are on the same scale.
    - Naïve Bayes
      * Naive Bayes is "naive" because it makes a simplifying assumption that the features are independent of each other given the class, which may not be true in practice. Despite this assumption, Naive Bayes can be very effective in practice, particularly for text classification problems such as spam filtering or sentiment analysis. It is also computationally efficient and requires only a small amount of training data.
    - Decision Trees
      * In summary, decision trees are a simple and interpretable algorithm that works by recursively splitting the data based on the most informative feature. They are often used in problems where there are complex decision boundaries, but can be prone to overfitting and are sensitive to noisy data. It is also important to tune the parameters of the decision tree, such as the maximum depth and minimum samples per leaf, to prevent overfitting.
  + Cyber Security
  + How we could improve:
    - “Unfortunately, most studies either use a single data source or work on a static spam data that is collected during a specific time frame (Pitsillidis et al., 2012). More importantly, spammers have been constantly modernizing their arsenals to defeat the anti-spam efforts. Spamming techniques have evolved remarkably from simple programs to sophisticated spamming software, which disseminate template-generated spam through a network of compromised machines.”
      * https://www.sciencedirect.com/science/article/pii/S1742287615000079?ref=pdf\_download&fr=RR-2&rr=7b77774e197530dd#page=10&zoom=100,0,0

# [Misc] Interesting Sources

* + [This article](https://d1wqtxts1xzle7.cloudfront.net/55309752/10.1.1.190.1441-libre.pdf?1513496812=&response-content-disposition=inline%3B+filename%3DMACHINE_LEARNING_METHODS_FOR_SPAM_E_MAIL.pdf&Expires=1680235059&Signature=F8Qdldge0LCdFpiYnl8oSOucKCqoQBqv9YOXL1K2NfrerEKZBjyC4fagZnd58frMLKwY-2ilxRXP-~PEc3hLlav~yMTUA8lic6XAv-~Vi~VZFV--L4w8kK5oYM~5MZeYAYtIFc3KSIKxdO6YwbgNjBJynypeip83vPNW3VxUksfk3GNcj6pibA68ekHttysvKl6Fx75BW6qQc4h2804lqRb6qrgwEPppbGkK2y21IwJaO7Ed4ZtpJZ0niFvu86q2Id6Gr0lOdu6q1dJqRiMUxpYnYDNONPI3K5qZr32vallReHP5C~zzKXXgzl1zqeAr3a~Md1KghaG~9GpnFqZmyw__&Key-Pair-Id=APKAJLOHF5GGSLRBV4ZA) contains a ‘related work’ section that could help find more related sources